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Touch sensing on ad-hoc surfaces has the potential to transform everyday surfaces in the environment - desks, tables and walls - into tactile, touch-interactive surfaces, creating large, comfortable interactive spaces without the cost of large touch sensors. Depth sensors are a promising way to provide touch sensing on arbitrary surfaces, but past systems have suffered from high latency and poor touch detection accuracy. We apply a novel state machine-based approach to analyzing touch events, combined with a machine-learning approach to predictively classify touch events from depth data with lower latency and higher touch accuracy than previous approaches. Our system can reduce end-to-end touch latency to under 70ms, comparable to conventional capacitive touchscreens. Additionally, we open-source our dataset of over 30,000 touch events recorded in depth, infrared and RGB for the benefit of future researchers.
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1 INTRODUCTION

Touch interfaces are now ubiquitous thanks to the prevalence of smartphones in everyday life. However, touch interactions are still largely confined to small devices which are suitably instrumented with touch sensing capabilities; large touch interfaces, such as television-sized or wall-sized touch interfaces are still rare, in part due to the cost and complexity of adding touch sensing instrumentation over a large surface area. To counter this, researchers have proposed various strategies for performing touch sensing over large, uninstrumented surfaces, enabling ordinary surfaces in the environment to be used as tactile touch interfaces.

One of the most promising touch sensing techniques is the use of a depth camera sensor to sense the position of the fingertip relative to the surface [29]. However, due to the long capture and processing times of the depth sensor, depth-camera based touch sensing systems typically suffer from high touch latency. Furthermore, the low depth resolution of contemporary depth sensors render them unable to accurately discern the fingertip’s depth near the touch surface, resulting in low touch detection accuracy.

In this work, we tackle these twin issues of latency and touch detection accuracy by using a model pipeline which exploits the dynamic features of the fingertip at touch moments. This approach improves on both latency and touch event detection accuracy as compared with prior works. Additionally, we contribute a dataset of raw depth + infrared + RGB videos of touch events collected
under a variety of situations, referenced to a ground-truth capacitive touch sensor underneath the touch surface, to aid future researchers in improving the performance of touch interactions on arbitrary surfaces.

2 RELATED WORK

Touch sensing on minimally-instrumented or uninstrumented surfaces has a long history in the research literature. For example, touch can be detected by using inertial measurement units or acoustic sensors on the user’s fingers [27] [12], wrists [21], or on the surface itself [10] to sense the vibrations caused by the contact of the finger with the surface. Instrumenting the periphery of the surface can also be used for touch sensing; for example, infrared sensors can be placed along the periphery, or the surface can be coated with a conductive paint and surrounded by electrodes on the periphery for electrical sensing of touches [34].

2.1 Vision-Based Touch Sensing

More directly related to our technique are systems which employ cameras for touch sensing. The color change of the fingernail when pressing on a surface can be used to identify a touch event [19, 26]. However, this method relies on touch pressure and stable lighting conditions. Tsuji et al. [28] introduced a novel approach using a projector as a programmable light source to capture objects close to the surface by Slope Disparity Gating.

Vision-based methods can capture not only the finger but also the casted shadows. Niikura et al. [23] demonstrated a method to detect touch when the finger and its shadow converge together. Matsubara et al. [20] built a prototype system with two IR lights at the sides of the operating region. The distance of the hand to the surface is estimated by measuring the distance of the shadows cast by the IR lights. Echtler et al. [7] built a multi-touch table based on FTIR (frustrated total internal reflection) to detect touch and hover.

A thermal camera can also be used to sense touch, by detecting the temperature change left on the surface after touching [15, 16]. However, this method only senses touch after removing the finger, resulting in high latency. LIDAR can also be used to detect the object near a surface. Digital Playgroundz [11] attaches a LIDAR sensor onto a wall to detect objects touching the wall. SurfaceSight [17] attaches to the base of IoT devices to sense objects touching the surface.

2.2 Depth Camera-Based Accuracy

The most common method is to use a depth camera, which senses the distance to each pixel in the field-of-view.

Wilson first demonstrated a method of using a Microsoft Kinect depth camera as a touch sensor, which detects a touch if the distance from the finger to the surface is smaller than a threshold value [29]. Since the introduction of this method, accuracy has been an active research area. Touch accuracy consists of location accuracy and event-detection accuracy.

Location accuracy is well explored. DIRECT [31] merges depth and infrared data in order to resolve the position of the fingertips more precisely than prior touch tracking methods, which keeps the average error within 5mm. MRTouch [32] extends this technique to the depth camera built into a head-mounted augmented reality device. Both DIRECT and MR Touch were optimized for touch position accuracy, and visually suffer from high latency, with MR Touch citing a latency of 180ms. Additionally, both systems have high error rates, with DIRECT undercounting multitouch contacts 22% of the time, and MR Touch overcounting contacts 21% of the time.

However, event-detection accuracy, in our opinion, is not sufficiently studied. Many works used the single threshold method, as Wilson did, in their studies [4, 6, 9, 22]. Due to noise from depth cameras, this method suffers from false positives. An improved method is to use a pair of thresholds.
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with hysteresis; see Section 5.1 for a more detailed description. This is currently the most popular method used in research with depth cameras [1, 33].

2.3 Latency Reduction

Researchers have investigated the effects of latency on touchscreen applications, as well as ways to reduce latency. Hinckley et al. utilize low-level capacitive information from a touchscreen to detect fingers hovering over a touchscreen, in order to predict touch down events before they happen [14]. Cattan et al. used short-term finger movement prediction to reduce touch latency on touch devices [2]. HACHIStack uses a two-layer photo-sensor-based structure to measure the velocity of a finger when it is close to the surface [13], enabling the system to predict the touch event before the touch physically occurs. Predicting in advance of the physical event allows the system to compensate for latency occurring later in the input pipeline.

Many researchers explored the possibility of predicting the touch using the finger’s trajectory. Zero-Latency Tapping uses a Vicon system to track the users’ fingertip and use the fingertip trajectory to predict the location and time for tapping [30]. Similarly, Cattan et al, localize the fingertip by optical tracking system with a marker. With continuous prediction of the touch point they can reduce the latency of touch interactions [3]. However, a vision tracking system with instrumented fingertips is not widely usable in normal life.

Another method is adding a color camera. Hybrid HFR Depth combines the ordinary color camera with the depth camera to synthesize low-latency and high-frame rate depth images [18]. Song et al. puts a RGB camera on one side of an interactive display and uses a convolutional neural network to predict the location of the touch and reduce the latency of a touch screen [25].

3 DATA COLLECTION

We take a data-driven machine learning approach to predicting the moment of touch. We recruited 16 participants to our initial data collection and released the dataset for future researchers to use.

3.1 Data Collection Setup

A Microsoft Azure Kinect DK depth camera is used to capture the users’ hand movement. During the data collection session, we used this camera to record the RGB, infrared and depth video of users’ hand movement. The videos were captured at 30 fps. A 12.9-inch iPad Pro is used to collect the users’ touch interactions. To better simulate a surface, the iPad screen is covered with a thin sheet of white printer paper and attached with tape at the edge, which does not affect the capacitive touch sensor. Unlike the glass surface of the iPad, the printer paper exhibits specular and textural qualities more similar to ordinary surfaces such as wood. The cover paper has a grid of dots printed on it as a guide. Participants are asked to tap the dots one by one to get an even and widely spread distribution of the location of touches.

The iPad runs a full-screen application which detects and records the touch interactions on the screen to a file. The recorded data file contains the class of the touch event (e.g. touch down, touch move, or touch up), screen coordinates, touch identifier and timestamp. The screen turns from white to black whenever it detects a touchdown and turns back to white upon touch up. This color change information can be used to synchronize the data recorded from the iPad with the camera.

The data is released at: https://github.com/UBC-X-Lab/DepthTouchSensing
3.2 Data Collection Procedure

The data collection session is planned in a way to capture varying touch conditions. This dataset covers tapping, dragging, and multi-touch gestures, although only tapping data is used directly in our system.

16 participants (10 female) were recruited for this data collection session. Each participant was paid $15 for an 80 minute long session. Participant skin colours ranged from Type I to Type V on the Fitzpatrick scale [8] (I: 3; II: 5; III: 4; IV: 3; V: 1). They were randomly assigned to 4 balanced groups (4 people per group). The camera was set up at a different height and angle for each group. Within each group, the iPad is set up at a different location for each participant, to cover a larger touch area. All the participants were asked to do the same task during the study. The data was collected in a room with constant indoor artificial light condition (about 200 lux).

Each participant recorded 6 sessions. Since tapping is the most common touch interaction, 4 sessions were designed to collect tapping data. Each tapping session is broken into 4 subsections. In these 16 subsections, 3 tapping conditions are explored: different tapping speed (participants are asked to follow a metronome played at 80 vs. 120 taps per minute), different finger lifting distance (1-2 vs. 7-8 cm), and different angle between finger and surface (30 vs. 60 degrees). For the finger lifting distance and finger angle, participants are given a chance to practice before the data collection. The tapping conditions are constantly monitored by the researcher. A reminder would be given to the participants when the condition is not met. Each condition has two levels, and each combination of conditions is recorded twice ($2 \times 2 \times 2 \times 2 = 16$). In total, each participant collected on average 2400 taps. The remaining two sessions recorded dragging and multi-touch interactions. In the dragging session, participants were asked to draw lines in different directions. In the multi-touch session, participants were asked to perform different multi-touch gestures including pinches and multi-finger taps. The dragging and multi-touch sessions are inserted between the tapping sessions, as sessions 2 and 5 respectively, to break the tapping pattern and reduce monotony. Dragging and multi-touch data were collected and provided for future research, but were not used in this project.

4 METHODS

As mentioned before, the touch sensing problem can be split into touch location and touch moment detection sub-problems. The former sub-problem is well explored in previous studies (2.2). However, very few works addressed the latter problem of detecting the touch moment accurately, which
we focus on. Our touch moment detector is inspired by the idea of using inertial measurement units (IMUs) to detect the finger’s approach towards the surface and abrupt stop when the finger contacts the surface. Instead of using heuristics to capture the fingertip dynamic changes, we take a data-driven machine learning approach.

The system tracks touches in three stages, as shown in Figure 2. In the first stage, candidate fingertip locations are extracted from the synchronized infrared and depth frames. In the second stage, a neural network is used to capture and classify the dynamics (depth, speed, acceleration) of a fingertip. As mentioned in Section 2.2, previous works only used the depth information. We believe that capturing the fingertip velocity change will be beneficial to identify the touch moment. In the final stage, the current and past output of the classification network is fit into an adjustable heuristic model to identify the touch moment.

4.1 Fingertip Depth Profile Extraction

We adapted a similar method as DIRECT [31] to capture the accurate location of the fingertip. The first step is to remove the background from both depth and IR images. When the system starts up, we extract the first two seconds of the depth and IR video and compute the mean and standard deviation of each pixel. For each incoming depth image, the background will be removed by zeroing pixels which differ from the background by less than two standard deviations (95% confidence level).

After removing the background, we generate binary masks for the depth and IR images by thresholding. Then, the IR mask is fused with the depth mask using bitwise-OR, allowing the depth image to fill in the area where the hand shares a similar IR profile as the background. Additionally, the IR image can mitigate multipath interference in the depth image which manifests as a “denting” of the observed surface near a finger (see e.g. [24] for more details).

To locate the finger, we assume that the arm intersects the edge of the image, and identify the center point of this intersection. We then identify the furthest masked point from this edge point, which is assumed to be the outstretched fingertip of the user. To smooth out noise, we averaged nonzero values around the detected fingertip with a radius of 10 pixels. We accumulate the averaged depth value of the fingertip in each frame to generate the depth curve across time.

4.2 Classification Network

4.2.1 Data synchronization. For training and evaluation, we need to synchronize the video data with the ground truth collected from the iPad. The signal used for synchronization is the screen color change mentioned in section 3.1. After synchronization, the ground truth touch down and touch up event times are converted to the nearest depth camera frame numbers. Since the Azure
Kinect camera runs at 30 fps and the iPad has a 120 Hz refresh rate, there could be a synchronization error up to 15 ms, which we treat as negligible relative to the Kinect frame time (30 ms).

4.2.2 Frame labeling. We treat the touch interaction as a state machine, where the touch progresses through one frame per state, and certain states correspond to the touch down or touch up event. 14 state labels are designated for the touch process. State 7 is the label for the ground truth touch down event. Nearby frames (six frames before and two after) are labelled as 1-9 in sequence - for example, frames that occur six frames (200 ms) prior to a touch down event will be labelled 1. Similarly, state 12 labels the ground truth touch up event, and the nearby frames (two before and two after) are labelled 10-14. In the event of an overlap, the temporally closer ground truth event has priority. The asymmetry in state labelling reflects the greater priority of touch down events. Thus, the nine frames near the touch down event will be labelled 1, 2, 3, 4, 5, 6, 7 [touch down event], 8, 9 in sequence; frames near the touch up event will be labelled 10, 11, 12 [touch up event], 13, 14.

Frames that are not near any touch event (i.e. no finger or finger moving on the surface) are very numerous, and were not used for training to avoid severe class imbalance. At inference time, these frames are typically predicted as states 1 or 14.

Using our state-based approach, we cast the problem of detecting or predicting a touch as simply predicting the label for a touch point, given data from the preceding frames. A prediction of label 2, for instance, indicates an estimate that a touch down event will occur 5 frames in the future, whereas a prediction of label 7 indicates that the finger has contacted the surface in this frame.

There are two main reasons to treat the touch procedure as having multiple states, instead of just having touch-down and down-up. The first is that the sequential relationship between states can help with improving touch detection accuracy. Even if the exact touch event label is missed, we can still infer the touch by seeing multiple labels adjacent to the exact touch event label - for instance, seeing predicted states 6 and 8 (one frame before/one frame after) allows us to infer a touch down event. The second reason is that having multiple states allows us to predict the touch events by declaring a touch event at an earlier state (e.g. in state 4, which predicts a touch event within three frames), which can be used to lower the latency.

4.2.3 Model selection and training. One of the key ideas of this work is to exploit motion dynamics such as the velocity and acceleration of the fingertip to predict touch motion. We tried applying heuristics to the dynamics, as well as SVM, neural network, RNN, and LSTM models, and found that a simple NN is sufficient to capture the dynamics and shows the best result without overfitting or excessive training requirements. Our model consists of a lightweight classification neural network, with 2 hidden layers. The input dimension is 5, which is the length of the time window (about 150ms). This time window is just enough to capture the dynamics before a touch event. We also explored a time window width of 10, but found that it provided no performance benefit while being slower to train due to added parameters. The output dimension is 14, corresponding to the number of labels. The dimension for both the hidden layers is chosen to be 20, with 740 learnable parameters in total. The activation layer is ReLU. The model was trained with a batch size of 2000, a learning rate of 0.0001, with the Adam optimizer, for 100 epochs on a NVIDIA GeForce RTX 2060 SUPER GPU.

4.3 Tunable Heuristic Model

To convert the state labels into a touch classification, we defined a tunable heuristic model. The Basic Heuristics model produces a down or up event if it sees a ground truth event frame label (7 or 12). It also produces a down event if it saw label 5 or 6 in the previous frame and label 8 in the current frame. This Basic Heuristic model can be tuned by shifting all the label heuristics forward to make early predictions (e.g. by predicting a touch when it sees label 6 to predict one frame in
Table 1. Touch event accuracy (F-scores) and touchdown latency.

<table>
<thead>
<tr>
<th>Models</th>
<th>Td</th>
<th>Tu</th>
<th>Td latency in frames (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Heuristic</td>
<td>0.9300</td>
<td>0.9306</td>
<td>-0.18 (−5.94 ms)</td>
</tr>
<tr>
<td>-1 Heuristic</td>
<td>0.9018</td>
<td>0.9108</td>
<td>-1.09 (−35.97 ms)</td>
</tr>
<tr>
<td>-2 Heuristic</td>
<td>0.8779</td>
<td>0.9007</td>
<td>-2.05 (−67.65 ms)</td>
</tr>
<tr>
<td>-3 Heuristic</td>
<td>0.8253</td>
<td>0.8922</td>
<td>-3.13 (−103.29 ms)</td>
</tr>
<tr>
<td>-4 Heuristic</td>
<td>0.7150</td>
<td>0.8673</td>
<td>-3.84 (−126.72 ms)</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.8927</td>
<td>0.8867</td>
<td>-0.71 (−23.43 ms)</td>
</tr>
<tr>
<td>Hysteresis</td>
<td>0.9006</td>
<td>0.8884</td>
<td>-0.50 (−16.50 ms)</td>
</tr>
</tbody>
</table>

advancing). All models employ a simple state machine to avoid triggering multiple down events with no intervening up events, or vice versa.

5 RESULT AND DISCUSSION

5.1 Comparison Model

As mentioned in Section 2.2, there are two methods for detecting touch events which almost all previous depth camera-based works used. We compare our result against them.

The first one is single thresholding. This method reports a touchdown if it detects the fingertip is below a threshold. A touch up will be reported if the fingertip is higher than the threshold. We built a system following the description of [29]. To maximize the performance of this method, we optimized the threshold using a grid search, with a step width of 0.3 mm around the average depth value of the fingertip between the ground truth touch down and touch up moments.

The second method is a double-threshold method, also known as hysteresis. A touch-down event is identified when the finger is below the lower threshold, and is held until the finger rises above the higher threshold, preventing rapid state changes from noise near a single threshold. We built this system following the description of [33]. We optimized these thresholds using a $10 \times 10$ grid search, with a step width of 0.3 mm, near the average depth value of the fingertip at the ground truth touch down and touch up moments.

5.2 Measurement

We are using two main factors to measure the performance of a touch model: touch event detection accuracy and latency. Accuracy is measured by computing the F-score. A false negative is reported if there are no predicted touch events within 7 frames before or 5 frames after a ground truth label. Note that the fastest tap speed in our dataset is 2 taps per second, so taps are typically separated by at least 15 frames. Likewise, a false positive is reported if there are no ground truth touch events near a prediction. A true positive is reported when a prediction shows up near the ground truth. The latency is measured by computing the average frame difference between the matched ground truth and predicted touch event.

To show the model’s cross-user performance, we performed a leave-one-user-out cross validation evaluation. All results are averaged over all sixteen folds.

In Table 1, Td and Tu stand for touch down and touch up accuracy (F-scores). The Basic Heuristic model is the proposed touch down model with no prediction. -N Heuristic models refer to models which predict the touch down event N frames in advance (N = 1, 2, 3, 4). All heuristic models use the same touch up detection model, but touch up accuracy can be affected if the corresponding touch down event is not detected. The final column, Td latency, displays the average difference
between the model’s predicted touch moment and the ground truth touch moment in units of depth camera frames (33 ms per frame); a negative touch down latency indicates an early prediction.

Our Basic and -1, -2 Heuristic models outperform the Threshold and Hysteresis methods in terms of average accuracy, with accuracy dropping for the more aggressive heuristic models. In general, our system outperforms prior systems; for example, both DIRECT and MRTouch significant rates of touch errors (over 20% in certain conditions), although no F-scores were reported.

We ran a paired t-test on the touch down accuracy of each camera position group against all the data. None of the differences can be considered statistically significant, which suggests that the system is tolerant to different camera physical positions.

5.3 Latency-accuracy Trade-off
That depth camera systems suffer from high latency is a well-known problem. One of the main goals of this project is to predict the touch down event earlier to compensate for this latency. Since our system can treat the touch procedure as a state machine, we can tune our system to predict touch down events before they happen. Because this is a prediction, the earlier we predict, the less confident the system will be. In Table 1, we explore the latency-accuracy trade off for our method.

To assess the effect of prediction on end-to-end latency, we ran the -3 heuristic system in real time and set up a slow-motion camera (iPhone Xs) at 240 fps to capture both the fingertip from the side and the computer monitor. Latency in the system comes from the depth camera, image processing delay, prediction algorithm, and computer display latency. The display is a standard LCD computer monitor with 60 Hz refresh rate and 5 ms response time. The procedure is illustrated in the Video Figure.

We measured the latency by counting the number of frames between the real touch down and the computer display’s response. We measured 20 touchdown events for both the threshold method and the earlier heuristic. The threshold method shows an average latency of 237.5 ms, with a standard deviation of 35 ms. Our predictive heuristic method produces an average latency of just 69.2 ms, which makes it competitive with the 50 ms level of an Apple iPad capacitive screen [5]. However, the standard deviation is quite high, about 80 ms. This is because it is difficult for the system to make a stable prediction at a specific time before the touchdown. Having an unpredictable latency reduction is a limitation of the system. However, across the 20 measurement sample, the worst (temporally latest) prediction still produced a 41ms latency reduction compared to the average thresholding method.

Another interesting result is that the latency reduced in the real-time measurement (about 170 ms) is much higher than the result shown in Table 1 (about 100 ms). An explanation for this is that the latency reduction in table 1 is an average improvement among all tapping conditions, including some difficult situations (e.g. small movement and fast tapping speed) where the system cannot predict as far in advance. By contrast, in the brief real-time test, the taps were generally slower, making it easier to predict the tap in advance.

6 LIMITATIONS
6.1 Background IR Profile
Although we fuse the information from both the depth and IR camera, we still rely on the IR image seeing the accurate location of the fingertip to remove the depth image fingertip denting effect. If the users’ fingertip shares a very similar IR profile with the background, we will not be able to capture its accurate location. Then, the performance of the system might be greatly jeopardized.
6.2 Limited Testing Conditions

Our system was tested in laboratory conditions with consistent indoor lighting, which may not reflect all possible use-cases. Since our system uses active infrared sensing exclusively, we expect it will be portable to a wide range of indoor lighting scenarios where infrared illumination is sparse, but system performance outdoors may not be consistent.

The touch surface, a piece of paper covering an iPad, provides an IR and depth profile comparable to that of a wooden table, however, it may not reflect the range of table materials used in the wild (e.g. vinyl, melamine, particleboard, granite, etc.). Performance on different materials may be subject to the infrared reflectivity of the surface; surfaces which are very infrared-absorbing may result in poor system performance. Anecdotally, we did not observe significant performance differences between the controlled iPad setup and touching directly on the table surface.

6.3 Noise Level

One large factor that affects the accuracy is the noise level. In the small finger movement session, some participants only lifted the fingertip up by about 5 mm, while the depth camera has a depth accuracy of 1 mm. It is difficult to further reduce the noise level under this fingertip extraction method. Thus, detecting small distance taps is a very challenging task for this system. In future work, we could explore the use of a CNN-based model to classify sequences of touch images instead of the averaged depth value, improving noise robustness.

7 CONCLUSION

In this paper, we proposed a lightweight touch detection model based on the users’ fingertip kinetics to detect touch events on non-instrumented surfaces. Although there is a trade-off between accuracy and latency reduction, the system shows an improvement on both accuracy and latency compared to previous systems, improving the practical usability of depth camera based touch tracking systems. Our work also highlights areas of future improvement: broader testing with a wider range of materials, environments and conditions would improve the robustness and applicability of the system, while more sophisticated CNN models may be able to further extract the touch signal from the noise. Although our work focused primarily on detecting the precise moment of touch, it could potentially be applied to improving touch location detection in the future. Overall, our dataset and system contributions will help to make touch interactions on ad-hoc surfaces more reliable.
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